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Artificial intelligence (AI) is changing everything as
we know it, and forensic psychiatry is not immune to
the change. Academic discussion of the role of AI in
the forensic realm has largely focused on suicide risk
stratification in the form of machine learning, allow-
ing the technology to sift through large amounts of
data and highlight patterns.1 Expanding the scope of
this discussion is imperative given the increasing
ubiquity of AI.

Artificial intelligence is a general phrase that
describes technology that is operating at a human
level in terms of information reception, processing,
and output. Machine learning is a concept that
refers to the ability of an AI system to learn when
provided with a dataset. Its learning process can be
considered supervised (a dataset is provided to the
model, the model is asked to predict an answer, and
the model is then told if the answer is correct) or
unsupervised (a model is provided with undifferen-
tiated data and asked to identify patterns within the
data). There are also other more complicated manners
of training models, which include self-supervision.
Self-supervised learning is a learning paradigm in
which the data provide supervision, without the
need for human-annotated labels. Unlike supervised
learning that relies on external labels, or unsuper-
vised learning that finds patterns without specific
targets, self-supervised learning creates targets by
transforming or masking parts of the data and then
trains the model to predict those transformed or

masked parts. Large language models like GPT-4 (of
ChatGPT) are a subset of artificial intelligence that
are trained on written language via self-supervision
with human input to fine-tune responses. In essence,
they predict what the next natural word would be
when provided a prompt.2,3

OpenAI has developed ChatGPT, a technology
with rapid adoption among academics and general
members of the public.4 It serves as a chatbot that
individuals can interact with, ask questions of, or
train for certain tasks. Google has been developing
Bard, its artificial intelligence search engine, which
performs similar functions.5 OpenAI released an
application programming interface (API) in March
2023, which allows developers to include this artifi-
cial intelligence technology into their applications.
This inclusion has resulted in an explosion in the
popularity and potential of this technology. It seems
as if we are reaching an inflection point (similar to
the release of the iPhone and the App Store) wherein
our technological landscape will be transformed.

AI in Clinical and Forensic Practice

Epic has already begun conversations about inte-
grating this technology into its electronic medical
record to allow for decreased provider workload and
improved patient outcomes.6 It will assist in chart
review, documentation, and generation of responses
to patients.6,7 In fact, researchers conducted a study
on the content and empathy of messages generated
by AI versus a physician in an outpatient setting,
finding that messages generated by AI were equally
helpful and accurate as a physician’s while also hav-
ing higher empathy scores.8 AI is similarly going to
be integrated into the practice of law and forensic
psychiatry, so it is imperative that we discuss the
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technology itself and its implications. For instance,
FileRead, a company that uses large language mod-
els to streamline document review in legal cases, is
currently being used in certain cases, particularly
those with inordinate amounts of documents to an-
alyze.9 It just finished a round of venture capital
funding and is scaling its products. Furthermore,
there was a case of a lawyer using ChatGPT to craft
filings wherein it cited false information and non-
existent cases.10 These examples, in addition to the
increased integration of clinical care and AI, high-
light the need for forensic psychiatrists to engage in
these discussions now.6,7

A Lack of Case Law and Legal Precedent

In the case of an emerging technology, it is diffi-
cult to rely on specific case law because it may not
yet exist. This scenario is true for AI in medicine.
Experts have written that “the artificial intelligence
ecosystem consists of multiple stakeholders beyond
clinicians. Current liability frameworks are inad-
equate” (Ref. 11, p 629). In terms of previous cases
that provide guidance on physician liability in the
context of AI systems, they continue: “case law on
physician use of AI/ML is not yet well developed”
(Ref. 11, p 632). They do reference several cases to
conclude that “many courts are disinclined to excuse
malpractice based on errors by system technicians or
manufacturers” (Ref. 11, p 632). The relevance is
clear, as AI-related tools can inherently be flawed and
cause harm; there may be legal precedent, then, that
physicians employing and using these tools could be
found liable for harm a patient sustains.

The broader implications of AI in legal decision-
making, despite its inherent flaws and biases, are
demonstrated in a 2016 Wisconsin case. In State v.
Loomis ,12 the Supreme Court of Wisconsin upheld
that using an algorithmic risk assessment in the sen-
tencing of an individual was not a violation of his
right to due process, despite the proprietary nature
of the algorithm and resultant inability to determine
the scientific accuracy of its scoring methodology.
The court noted several cautions to be exercised in
using such risk assessment algorithms. Therefore,
one could imagine a path forward for algorithmic
document review and AI-generated reports, perhaps
with similar cautions.

Another concern is data encryption and privacy
protection, as AI-powered tools may request and
store protected health information. In University of

Texas MD Anderson Cancer Center v. U.S. Department
of Health and Human Services,13 the Texas center was
levied a fine for lost devices with improper data
encryption. With increasing use of AI-powered tools,
large academic centers may increasingly rely on exter-
nal tools and will need to be wary of their data encryp-
tion methods. In JAMA in July 2023, researchers
expressed concerns that AI-powered chatbots in health
care will never comply with HIPAA and will place
patient information at risk.14 There are many other
related considerations, but these concerns appear to be
the most salient based on existing legal precedent.

Specifics of the Technology

Given the increasing ubiquity of AI in forensic
settings, there are several aspects of large language
models that should be explored from a forensic per-
spective. These considerations include a concept
called “temperature”(see below), an inherent lack of
external validity in many models, and its ability to
reinforce bias and discrimination. Forensic psychia-
trists will need to consider how this rapidly evolving
technology may affect the delivery of patient care
and forensic practice itself.
Within a large language model (LLM), there is a

component of “temperature,” which refers to the
degree of randomness or variability in a response. For
instance, if set to near zero, the model will produce
the same answer nearly every time in response to the
same question; it has no variability at that level. If
the model is set to a higher number than zero, the
degree of variability increases. For instance, if you ask
a large language model for the best food, it might say
pizza 65 percent of the time and sushi 30 percent of
the time. If the temperature is equal to zero, then it
will say pizza every time when asked what the best
food is (because it is the most likely response). If the
temperature is set to any number greater than zero,
then variability will increase, and the model will
begin to provide “sushi” or even rarer options as the
correct response at certain times.15

These details may all seem trivial or like techno-
logical minutiae best left to Silicon Valley to sort out,
but the clinical implications become quite salient
when one imagines patients, lawyers, or forensic psy-
chiatrists interacting with technologies powered by
LLMs. A degree of variability or randomness could,
in fact, be quite dangerous for patients and clients,
resulting in harm or adverse outcomes if clinicians
use this technology in the service of patient care. As
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mentioned previously, a lawyer had used ChatGPT
to generate his argument, so one must consider the
possibility of forensic psychiatrists using AI technol-
ogy to perform document review and generate a
report. If FileRead or similar companies have a degree
of randomness inherent to their model, then it could
adversely affect the pursuit of justice, either summa-
rizing documents incorrectly or erroneously excluding
relevant documents.

It will be necessary to determine whether safe-
guards are needed to ensure ethical practice and that
opinions rendered are expert clinical opinions and
not machine generated. Physicians and computer
engineers will grapple with these kinds of questions
in the coming months and years.

In addition to an inherent randomness, the con-
tent produced by a large language model is generally
not guaranteed to have external validity. In other
words, there are no citations that are provided when
an LLM gives a response. OpenAI, the parent com-
pany behind ChatGPT, even states on their website
that one should be cautious when interpreting
responses from their technology.3 Its erroneous
responses have been deemed hallucinations. This
possibility has led to concerns from various organi-
zations and researchers, as the human-like emotion
behind the technology makes it seem inherently
trustworthy.16–18 The Federal Trade Commission
(FTC) even sent a 20-page letter to OpenAI
expressing their concerns about the technology,
including its generation of false information.19

To provide a clinical example, imagine a situation
wherein the temperature is hypothetically set to zero,
so the LLM provides an identical response each time.
The response will be consistent, but it could be con-
sistently incorrect. Therefore, setting a temperature
to zero is not a panacea to the misinformation that
could be generated by an LLM. A patient attempting
to contact a medical provider through Epic may ask
about a side effect of a specific medication, and the
AI-powered technology may provide a consistent
response. That answer, though, could be incorrect
because it is not externally validated. An LLM could
assist a forensic psychiatrist in record review, but it
may provide an incorrect summary of the informa-
tion. OpenAI has begun beta development of a prod-
uct that allows ChatGPT to access the Internet at
large, instead of only the large database on which it
was trained. When ChatGPT (beta-version, a prod-
uct released in May 2023) is queried on a subject,

one could elect to have it search the Internet. When it
does this, it provides specific references with links
that support its assertions. Therefore, the external va-
lidity of this technology is increasing but not perfect.
For example, it does not discriminate reliably between
trustworthy sources and sources of misinformation.
From a forensic perspective, there is once more

concern that a technology such as this could be re-
sponsible for consistently providing incorrect answers
that harm patients. When a hospital system uses such
a technology and a patient is harmed, it is unclear
who would be deemed to be at fault in such a situa-
tion. Forensic experts are increasingly going to be
asked to opine on these concerns in malpractice cases
related to AI claims. Hospital systems have already
begun to employ EMRs that use AI-powered tools to
generate responses to patients, so the likelihood of
AI-related patient harm draws nearer each day.7 It
will be important to clarify the role of the forensic
expert in these situations and, further, to determine
what requisite expertise one must possess to opine on
such emerging technologies.
Finally, one must consider whether a large lan-

guage model is reinforcing or contributing to bias
and discrimination.20 From the very beginning, sev-
eral entities have raised concerns about the ability of
artificial intelligence in general to reinforce negative
stereotypes and operate through a biased lens.21 In
2021, the ACLU expressed their concerns about AI
in tenant selection: “These algorithms use data such
as eviction and criminal histories, which reflect long-
standing racial disparities in housing and the criminal
legal system that are discriminatory toward marginal-
ized communities. People of color seeking loans to
purchase homes or refinance have been overcharged
by millions thanks to AI tools used by lenders.”21

Furthermore, they stated that the technology indus-
try lacks the inherent diversity to grapple with these
realities and implications. Researchers at the University
of Michigan investigated bias inherent to AI models.
These researchers posit that LLMs can be built with
hidden biases (some obvious, some less obvious).20 For
instance, assertions have been made that these models
have largely been based on English and Chinese data,
which could serve to marginalize further communities
who speak a different language.20 Further concerns
have been raised that artificial intelligence could rein-
force inequities that exist in the justice system.20 Facial
recognition technology, based on artificial intelligence,
has already been reported to have the lowest accuracy
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in young Black women.20 LLMs are trained on a set
of data, and one can imagine that racism, sexism,
homophobia, and more biases make their way into
this set of data. Even when operating at its most
optimized, LLMs may still reinforce existing biases.
The University of Michigan researchers succinctly
describe this process by noting that “LLM training
data include a significant amount of harmful data
including text that is violent, targets marginalized
groups, and perpetuates social biases” (Ref. 20, p 33).
When an LLM is trained to predict the next word in
a sentence, the word it chooses is informed by all of
these data.

Recent Litigation of AI

There is very little current litigation regarding
mental health and AI at this point, although general
critiques of various companies have begun to arise.
For instance, there has been discussion that an
informed consent statement should be provided,
informing patients that they are speaking with a tool
powered by AI and not a human individual.22 Koko
(a mental health nonprofit) used ChatGPT as a men-
tal health counselor for thousands of patients who
were unaware that they were conversing with a non-
human entity.22 Furthermore, as with every techno-
logical advancement, myriad concerns have arisen
about how this technology could adversely affect the
mental health of individuals. This concern can be
seen in the Montana governor’s banning TikTok on
all civilian devices, citing concerns about privacy and
mental health.23 A tragedy arose in Belgium in
March 2023 when a man died by suicide after con-
versing with an AI chatbot.24 The individual had
become increasingly isolated and concerned about cli-
mate change; he sought refuge in a chatbot that later
provided him methods of completing suicide. There
were “concrete exchanges on the nature and modal-
ities of suicide,” writes Xiang.24 There have been cases
of a lawyer using ChatGPT to generate a filing, wherein
false information and nonexistent cases were cited.10

On June 8, 2023, the first defamation suit related to an
AI tool was filed by a man suing after ChatGPT gener-
ated a claim that he had been penalized for embezzle-
ment, which was patently false.25

We are currently at an inflection point where we
are now experiencing an exponential increase in the
number of mobile applications and tools that are
incorporating AI into their framework; one can
imagine that the aforementioned harms and errors

will continue to happen if there is no learning from
past events.

Discussion

Artificial intelligence has been around for a long
time, and it has grown in popularity and abundance in
the last year at an unprecedented rate. It is now hard to
avoid. As previously discussed, OpenAI and Google
have expanded the ability and availability of the tech-
nology, allowing myriad mobile applications and tools
to incorporate their AI into the core of their function-
ality. ChatGPT accumulated 100 million users faster
than Instagram did.4 Therefore, various aspects of AI
that may have been easy to overlook in the past are
now going to become salient clinical and malpractice
concerns, especially in the realm of forensic psychiatry.
Temperature, or the intrinsic variability of the AI tech-
nology, is one aspect that can affect its reliability and
predictability. A lack of external validity, too, is a draw-
back of this technology that could adversely affect
patients and providers. Finally, if the model is trained
on a biased dataset, then such a technology will only
serve to reinforce that bias.
It will be vital to ensure that psychiatrists remain

involved and vocal when this technology is discussed
in the public realm. Oftentimes, it is easy to defer to
experts in the field, but we need to recognize the rele-
vance of our own expertise in the field of human
emotion and experience. Furthermore, we should
educate ourselves on these technologies and view this
practice as continuing education. Advocates should
include such education in CME to incentivize engage-
ment with these topics. There exist open courses on
these topics in the form of digestible videos published
by various experts in the field.
We should be discussing this technology with

patients and encouraging other psychiatrists to do the
same. Patients are increasingly using LLMs for ther-
apy and to help diagnose their conditions, so we must
remain vigilant.26 Just as one would ask patients what
supplements they take, one should keep in mind to
ask how patients access information and conceptual-
ize their diagnosis, paying particular attention to their
use of LLMs. This inquiry will allow us to educate
patients on the pitfalls of such a technology to avoid
adverse outcomes.
For forensic psychiatrists, these technologies (and

their pitfalls) will become even more salient. As noted
above, there appears to be an exponential increase in
the interest in these technologies. As individuals
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increasingly use this technology to receive medical
advice, there will arise a growing number of claims
that this technology caused harm by providing ill-
informed advice. Furthermore, there will likely arise
more claims of harm as these systems are incorporated
into health care systems and mobile applications
geared toward mental health. Forensic psychiatrists
will be asked to opine on the internal thought proc-
esses of the individuals claiming harm, and they will
also need some knowledge of the internal workings of
these systems to understand the tool an individual was
using. As mentioned above, specific attention should
be paid toward gaining familiarity with these technol-
ogies to provide informed opinions for such claims.
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