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Artificial intelligence (AI) has been put forth as a potential means of improving and expediting violence
risk assessment in forensic psychiatry. Furthermore, it has been proffered as a means of mitigating bias
by replacing subjective human judgements with unadulterated data-driven predictions. A recent ethics
analysis of AI-informed violence risk assessment enumerated some potential benefits, ethics concerns,
and recommendations for further discussion. The current review builds on this previous work by high-
lighting additional important practical and ethics considerations. These include extant technology for vio-
lence risk assessment, paradigmatic concerns with the application of AI to risk assessment and
management, and empirical evidence of racial bias in the criminal justice system. Emphasis is given to
problems of informed consent, maleficence (e.g., the known iatrogenic effects of overly punitive sanc-
tions), and justice (particularly racial justice). AI appears well suited to certain medical applications, such
as the interpretation of diagnostic images, and may well surpass human judgement in accuracy or effi-
ciency with respect to some important tasks. Caution is necessary, however, when applying AI to proc-
esses like violence risk assessment that do not conform clearly to simple classification paradigms.
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Violence risk assessments conducted by forensic psy-
chiatrists, as well as by other mental health and crimi-
nal justice professionals, have wide-ranging impacts
on individual rights and community safety. Risk
assessment information can influence decisions rang-
ing from the relatively mundane, such as daily outings
for forensic inpatients, to decisions with life and death
consequences, such as capital punishment determina-
tions. Thus, technologies that show promise for
improving the process of risk assessment, whether by
increasing accuracy, efficiency, or reliability, are of
great interest to professionals and policy-makers alike.
As argued by Cockerill1 in a recent issue of this

journal, artificial intelligence (AI) represents one such
promising technology. Cockerill did a commendable
job of introducing the technology and potential appli-
cations in forensic psychiatry, in addition to identify-
ing potential ethics implications of its adoption. We
felt compelled to expand on this analysis, particularly
with regard to race and risk assessment. Our analysis
explicates further ethics and practical implications of
AI in violence risk assessment, as informed by the
broader violence risk assessment and criminological
literature. It is hoped that the following discussion
may facilitate the critical ethics evaluation of emerging
technologies in this area.

Lessons Learned in Violence Risk Assessment

To evaluate the potential contributions of new
technology fairly, one must first take stock of extant
technology. Cockerill asserted “reliable and accurate
assessment of violence risk remains an elusive goal
for forensic psychiatrists” (Ref. 1, p 345) and cited
the proliferation of risk instruments as evidence. The
notion that the absence of a single standard for vio-
lence risk assessment constitutes evidence of an
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underdeveloped field warrants further consideration.
Violence is a complex concept. The definition of vio-
lence adopted by the World Health Organization2

encompasses behaviors ranging widely in form (e.g.,
sexual versus nonsexual violence), motivation (e.g.,
instrumental versus reactive aggression), and severity
(e.g., serious threats, pushing, homicide). Thus, vio-
lence constitutes many types of behavior that are
complex, dynamic, and context-dependent. It fol-
lows then that the task of violence risk assessment is
also nuanced and complex.

Two decades ago, Steadman3 addressed the state
of the field of violence risk assessment in this journal.
He argued that the field had shifted from binary pre-
diction paradigms to probabilistic conceptualizations
of risk, and that assessments are best suited to rank-
ordering individuals to match them with commensu-
rate and graduated interventions. Steadman3 also
argued for specificity in violence risk appraisals with
regard to time scale, context, and the nature of the
behavior of concern. To be clear, Steadman’s call for
specificity did not imply that risk tools could predict
discrete behaviors or events at particular dates or
times; on the contrary, risk assessment tools tend to
rely on relatively stable characteristics to differentiate
among groups with greater and lesser proclivities to-
ward violence. Given that discrete behaviors are over-
determined, dynamic, and context-dependent, reliable
prediction is difficult. Therefore, the purpose of con-
temporary violence risk assessment is risk manage-
ment, not prediction for its own sake.3

While skepticism regarding structured risk assess-
ment undoubtedly remains in some quarters, there is
a clear trend in the research literature indicating that
such approaches are superior to alternatives (i.e.,
unstructured clinical judgment). Furthermore, research
in forensic psychiatric settings indicates that, in keep-
ing with Steadman’s sage advice, when specialized
tools are used to address specific outcomes (e.g., immi-
nent4 versus longer-term inpatient aggression5 versus
community recidivism6), these instruments can dis-
criminate reliably between higher- and lower-risk indi-
viduals. In this sense, the proliferation of tools in
violence risk assessment parallels psychiatric services
more broadly. Surely most practitioners would concur
that the wide range of psychotropic and psychological
interventions available to treat mental disorders simply
reflects the range of etiologies, forms, and severity of
those disorders. In a similar way, the range of avail-
able violence risk assessment tools, at least to

some degree, reflects the diverse constellation of
behaviors deemed to constitute violence. Thus,
we disagree with Cockerill’s early premise to
some extent, in that we believe that modern risk
assessment technology is sufficiently established
to conclude, at a minimum, that validated tools
consistently outperform unstructured clinical
judgements. It is with this basic premise and
understanding that we endeavored to conduct our
own analysis of the ethics implications of AI-
driven violence risk assessment.

AI and Existing Risk Technology

As described by Cockerill, AI refers to computer
algorithms that perform functions heretofore limited
to “human intelligence” (Ref. 1, p 345), while deep
learning refers to a form of AI utilizing artificial neu-
ral networks to derive patterns from large datasets in
an atheoretical manner. Over time, such systems
essentially refine themselves, based on binary feed-
back regarding correct or incorrect classifications.7

Applied to violence risk assessment, AI consists of so-
phisticated statistical prediction models that can com-
bine countless data points in complex ways to identify
persons at risk of violence. With sufficient data and
computing power, AI could develop models with pre-
viously unfathomable complexity. Conceptually, the
process of AI-driven violence risk assessment repre-
sents an enhanced version of a well-established para-
digm in forensic mental health, the empirical actuarial
approach (i.e., using group data regarding known out-
comes to evaluate the likelihood of future outcomes).
Thus, AI carries the potential to amplify or mitigate
both the strengths and weaknesses associated with
existing actuarial prediction techniques. Therefore, it
would be prudent for proponents to be mindful of the
lessons of the past and to consider how they might
apply in the future.
Cockerill offered illustrative examples of both hy-

pothetical and actual applications of AI and deep
learning to classification tasks. For instance, deep
learning may be used to identify a particular class of
organism in photographs or to diagnose pathology in
chest x-rays. As an example of the latter, an existing
deep learning algorithm receiving only binary feed-
back (i.e., correct or incorrect) was able to achieve a
level of diagnostic accuracy comparable with that of
experienced radiologists while achieving a superior
degree of efficiency.8 The prospect of expedited vio-
lence risk assessments suggested by these examples is
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undoubtedly appealing to many practitioners in for-
ensic psychiatry. Whether these examples are truly
analogous to the process of violence risk assessment is
a matter for debate.

Deep learning systems follow an iterative process,
whereby correct predictions reinforce the models and
incorrect predictions prompt the models to recali-
brate. This approach is well suited to the interpreta-
tion of chest x-rays or the identification of lizards
because both the true positive states and the true neg-
ative states are clear. Whether a physiological abnor-
mality was truly present (or absent) is verifiable with
a high degree of accuracy. Crucially, the processes
used to obtain and interpret x-ray images do not
influence the true state. Similarly, photographing
and identifying an organism, such as a lizard, does not
alter the organism’s true species. Furthermore, many
physical pathologies are relatively stable, while an
organism’s species classification does not change. In vi-
olence risk assessment however, defining the true posi-
tive state poses a conundrum because various factors,
including predictions themselves, may influence out-
comes and confound predictive models. As pointed
out by Norko and Baranoski, the principles of signal
detection theory that underlie binary prediction para-
digms are conceptually problematic because a violence
risk assessment should, by design, facilitate “the process
of converting the high-risk true positive into a low-risk
and hopefully false positive” (Ref. 9, p 86).

To illustrate this problem, consider the case of
John. A computer algorithm flagged John as posing
an imminent risk for a violent act on the basis of
recent disturbance complaints made to police by his
neighbors, his medical records, his online activities,
and various other risk factors. This flag triggered
police to respond to John’s home with the aim of
preventing violence. Upon locating John, police offi-
cers describe his behavior as agitated and aggressive.
The extent to which the presence of police influ-
enced or escalated John’s level of agitation is unclear,
but it is certainly possible that such interventions and
confrontations could precipitate or exacerbate the
very behaviors the algorithm was created to predict.
During the course of their subsequent investigation,
the officers discover that John possesses a firearm and
ammunition, and a review of his Internet browsing
history identifies various news articles and forums
focused on school shootings. The officers ultimately
detain John and transport him to a forensic psychiat-
ric hospital for further evaluation.

This example may appear to represent an illustra-
tion of the potential benefits of AI-informed violence
risk assessment, given the ultimate goal of preventing
violence from occurring. This example also illustrates
an inherent limitation of the adaptive mechanisms of
deep learning as applied to violence risk assessment
and management, and a fundamental limitation of
the binary prediction paradigm in violence risk
assessment more broadly. Even if we take for granted
the premise that it was inevitable that John was going
to perpetrate an act of violence (which, practically
speaking, is hard to justify), this scenario poses a
problem. By virtue of the fact that John never
engaged in an act of violence, his case seems to war-
rant classification as a false prediction by the algo-
rithm. The algorithm would then recalibrate, thereby
reducing the weighting of those factors that identi-
fied John as a high risk for violence in future predic-
tions. Note also that while it may be tempting to
code this incident as a true positive, this would
undermine the process altogether. The intervention
by police ensured that the predicted violence did not
occur, but this outcome also ensured that it is not
possible to determine whether violence would have
occurred without intervention. To support the accu-
racy of a prediction based solely on confidence in
that prediction would constitute circular and inde-
fensible reasoning.
While the hypothetical case of John is perhaps far

removed from the daily clinical activities of most for-
ensic psychiatrists, the essence of the dilemma that
the case illustrates is applicable to many contexts. If
an adaptive algorithm successfully informs interven-
tions that prevent violent acts, whether through invol-
untary detention or medication, increased severity in
sentencing, or revocation of patients’ privileges or free-
doms, the interventions themselves will render impos-
sible the very behaviors required to guide further
calibration. This conundrum renders the benefits of
an AI system moot, given the inability to refine the
system’s predictive model by means of classifying the
assessment as correct or incorrect. Thus, adaptive algo-
rithms used to predict and ultimately prevent violence
can create a negative feedback loop, whereby increas-
ing precision that leads to success in reducing violence
via timely interventions will erode the accuracy of
future models. Thus, it is decidedly unlike species
identification or disease classification.
Further, the absence of violence among individuals

who have been incapacitated (e.g., low community
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recidivism among involuntarily committed patients)
cannot in and of itself provide evidence that the deci-
sions to incapacitate were correct or defensible.
Consider for example the high-risk Baxstrom cohort,
who were detained based on professional opinions of
their dangerousness; however, after a Supreme Court
decision prompted their transfer out of secure facili-
ties, the patients demonstrated a low rate of violent
recidivism.10 Again, interventions ultimately build a
black box around the accuracy of violence predictions,
posing a problem for adaptive algorithms requiring
clear and continuous feedback.

Actions taken to prevent crime are not the only
concerns with Cockerill’s proposed paradigm for AI-
driven risk assessment. It is important to take a step
back to consider the data that we feed into the algo-
rithms. Even data pertaining to what are ostensibly
clear outcomes, such as formal criminal justice
responses to violent crimes (e.g., arrests, charges, or
convictions) may lead to problematic and misleading
outcome variables. Cockerill briefly introduced the
question of race as it pertains to risk assessment algo-
rithms, rightly noting that some algorithms appear to
contribute to disproportionate punishments for mi-
nority group members, and that the potentially per-
nicious role of race in the criminal justice system is
not well understood. We believe, however, that there
is already sufficient empirical evidence to raise ethics
concerns regarding the application of AI to risk
assessment among diverse populations, and that a
more detailed analysis in this regard is warranted.

There is no doubt that racial disparities exist
within the criminal justice system. For instance, em-
pirical evidence suggests that Canadian Aboriginal
persons are over-represented within the nation’s total
offender population, more likely to spend their sen-
tences in custody, over-represented in maximum-
security institutional settings and in segregation, and
experience greater rates of parole revocation.11 Similar
racial disparities are evident in the United States, such
as the considerably higher incarceration rates observed
among racial minority groups relative to white U.S.
residents.12 To answer the question of whether these
discrepancies pose a functional or ethics problem for
AI-driven risk assessment, or risk assessment in gen-
eral, further information is required.

As a starting point, we acknowledge that evidence
of disparity is not necessarily evidence of unfairness.
If two groups perpetrate violence at different rates,
and if risk assessment algorithms predict violence

with similar accuracy among the two groups, then
observed differences in risk scores and predictions
may be justified. Given a disproportionate rate of
violent offending, a disproportionate rate of pun-
ishment and intervention among a particular
group also appears justified. Furthermore, it is
important to acknowledge that it is not possible
to infer causation from correlational data; for
instance, criminal justice disparities attributed to
race could be better explained by differences in
socioeconomic status, or vice versa. Various
authors have offered variations of these arguments
in response to criticisms of racial bias in risk
assessment, and some have provided empirical
support. For instance, Skeem and Lowenkamp13

reported that, while scores on an actuarial tool
varied between racial groups, the meaning of
those scores was essentially the same across the
groups; i.e., the relationships among scores and
recidivism rates, defined as rearrests, were gener-
ally consistent.
Implicit in the preceding argument is the premise

that outcome variables, such as convictions or arrests
for violent crimes, are themselves objective and fair
metrics. Although the empirical data present a
nuanced picture in this regard, a blanket endorse-
ment of this assumption is no longer defensible. In
the case of convictions, Devine and Caughlin14 con-
ducted a meta-analysis focused on jury decision-mak-
ing and found evidence of a small racial bias effect
regarding guilty verdicts. With more extensive analy-
sis of the data, these authors observed larger bias
effects when focusing on black mock jurors and
white defendants, and on white mock jurors with
Hispanic defendants. This observation and similar
findings raise doubt about the objectivity and preci-
sion of convictions as a reflection of behavior.
For their part, Skeem and Lowenkamp13 relied

heavily on a violent arrest criterion rather than con-
victions in an attempt to address such concerns in
their recidivism analyses, calling it “the most
unbiased criterion available” (Ref. 13, p 690). A
meta-analysis of police arrest decisions con-
ducted by Rinehart-Kochel and colleagues15 sug-
gested, however, that arrests also constitute a
potentially problematic metric. Their data revealed
that minority groups were more likely to be arrested,
even after controlling for the seriousness of the alleged
offense, the amount of evidence available, the presence
of witnesses, and the prior record of the suspect. Even
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small problems with input data can pose large prob-
lems for development of AI-driven algorithms, given
their intentionally atheoretical efforts to identify
patterns within information. While it is true that
a computer or algorithm is itself a neutral system,
professionals remain ethically accountable when
they rely on a system that predicts a biased crite-
rion measure.

Analysis

For the sake of consistency, we will follow
Cockerill’s lead and revisit the ethics principles of
autonomy, beneficence and nonmaleficence, and jus-
tice put forth by Beauchamp and Childress.16

Autonomy

Cockerill’s review raised a number of key ques-
tions in this domain, such as the use of personal in-
formation, including personal health information, to
inform AI-driven risk assessment tools. A hypotheti-
cal case example was provided in which a young man
(“Kyle”) ostensibly developed an interest in cannibal-
ism after watching the film “The Silence of the
Lambs.” The case was brought to the attention of a
physician after being flagged by a risk assessment
algorithm that analyzed publicly available informa-
tion; after an involuntary hospitalization, Kyle
described the physician’s decision to detain him as “a
terrible injustice.” In discussing the case, Cockerill
emphasized the tension between an individual’s pre-
sumed right to privacy with regard to certain matters
(e.g., Internet browsing history), and the responsibil-
ity of health professionals to protect the patient and
others from potential harm. As noted, HIPAA pro-
vides for violations of patients’ right to privacy in
certain circumstances based on threats deemed “seri-
ous and imminent,” but individual patients may dis-
pute the legitimacy of professionals’ decisions in this
regard.

We concur with Cockerill’s concern that, if AI-
driven violence risk assessment expands into the
realm of prevention among the public, concerns
regarding privacy and autonomy will grow. It also
bears mentioning that the ethics and jurisprudence
principles that regulate health care professionals dif-
fer from those that regulate other professionals and
institutions, such as law enforcement agencies and
correctional institutions. Indeed, there are critical dif-
ferences between a patient’s right to autonomy in

relation to law enforcement and public safety and a
patient’s right to autonomy with regard to personal
care and health information. It follows then that, for
the purposes of an ethics analysis, a distinction
should be made between the use of AI-driven risk
assessment by law enforcement agencies and the use
of these technologies by health care professionals
themselves. In the example provided by Cockerill,
the personal information entered into the AI-driven
risk assessment algorithm occurred prior to the
involvement of a health care professional and did not
necessarily include health information. From the
physician’s perspective then, this scenario does not
differ in many respects from those that are already
commonplace, and so typical ethics considerations
related to autonomy presumptively apply. Even
absent AI, the decision to detain and transport an
individual to the care of a physician for assessment
can be made by a police officer and may be influ-
enced by any number of legitimate or illegitimate
factors (e.g., administrative policy, “data-driven” po-
licing, public complaints, the officer’s intuition or
experience). The subsequent decision of whether or
not to admit the patient involuntarily for additional
assessment or treatment services is separate and is the
physician’s own. While we agree that awareness of
the police’s rationale would be valuable, we also
point out that most professionals are duty-bound to
conduct their own assessment.
In our view, respect for the autonomy of patients

in forensic psychiatry is challenged most by AI-
driven risk assessment in those instances in which
individuals hold a more obvious presumptive right to
informed consent. Unlike public safety measures and
processes that utilize data in the public domain
(including police surveillance or observation of pub-
lic behavior), many critical activities in forensic men-
tal health involve an individual’s direct and
voluntary participation. For instance, an individual’s
voluntary participation in a forensic mental health
evaluation typically involves an interview and,
depending on the circumstances, may involve the
granting of access to protected health information,
correctional records, and other collateral information
sources. At present, an evaluator can provide the
individual with a reasonable overview of the risks and
benefits of common risk assessment procedures (e.g.,
the potential for the individual to receive helpful
interventions versus the risk of a heightened criminal
justice response) with a relatively straightforward
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explanation of common violence risk factors and in-
formation and tools used to ascertain their pres-
ence or absence. To the extent that AI limits
evaluators’ ability to comprehend the nature of
their own assessments (e.g., determining which
elements of the health record are being consid-
ered, and why), it also undermines their ability to
explain the process to the persons being eval-
uated. These questions pose a significant threat to
informed consent or assent.

Beneficence and Nonmaleficence

Professional practice in forensic mental health is
rife with ethics dilemmas.17 For instance, while in
many contexts physicians’ primary duty of care to a
particular patient is clear, in forensic psychiatry the
identification of the primary client is often difficult,
and balancing the needs of individuals against those
of the courts or society can be challenging. Thus,
making decisions based on ethics is often a complex
task, which involves weighing the costs and benefits
of a service in relation to the individual, and in rela-
tion to communities and institutions. This problem
is not new, nor is it unique to AI, but hypothetical
applications of deep learning to violence risk assess-
ment as described by Cockerill could certainly
amplify or add new dimensions to the problem.

Perhaps the most obvious threat to the principle
of nonmaleficence posed by AI-driven risk assess-
ment involves situations in which use of force is
guided by predictions of violence, such as when physi-
cians alert law enforcement agencies to persons per-
ceived to pose imminent threats of harm to others.
While it is true that police interventions carry the
potential to prevent or mitigate certain acts of vio-
lence, it is worth acknowledging that confrontations
with law enforcement professionals also carry the
potential to precipitate or exacerbate risky situations,
and to elevate the immediate risk of violence in
some cases. Depending on the circumstances, the
unintended consequences of police use of force
could contribute to immediate harm inflicted
upon the subject of the assessment, the originally
identified potential victims, bystanders, or the
officers themselves. Notably, the potential for
confrontation to escalate conflict is not limited to
law enforcement and may be observed in other
circumstances, such as those in which health care
professionals resort to physical restraint to manage
a threat of inpatient violence. While these concerns

are not limited to AI-driven risk assessment, this tech-
nology carries the potential to accelerate and prolifer-
ate such preventive actions, while simultaneously
obscuring the decision-making processes that guide
them. Critically, if an AI-driven prediction itself con-
tributes, directly or indirectly, to a violent incident, it
creates a positive feedback loop, which further reinfor-
ces the model.
Returning to the hypothetical example provided

by Cockerill, it can be argued that a likely act of im-
minent violence was averted in the short-term due to
a deep learning algorithm. Absent such an algorithm,
this individual would not have come to the attention
of law enforcement or the physician who admitted
him, and he may have gone on to perpetrate an
abhorrent act of violence. Taking the example further
though, we must consider what becomes of a person
such as Kyle after the 30-day hold expires and he
returns to the community. In some circumstances,
such as situations in which a person’s problems relate
to first-episode psychosis, the outcome could be an
early and effective medical intervention that benefits
all involved. In other circumstances, the intervention
could apply a brief pause to a long-term problem
because the risk factors motivating a future act of vio-
lence remain. In such cases, the short-term interven-
tion may accomplish little else beyond undermining
that person’s trust in professionals and likely respon-
sivity to future interventions. In other cases, such as
those in which persons are considering acts of vio-
lence out of disdain for governments or other institu-
tions, such interventions could push them closer to,
not further away from, translating their violent
thoughts into actions. These concerns are supported
by an abundance of data pertaining to the risk-need-
responsivity (RNR) model of offender rehabilitation.
Simply identifying those at risk for violence, regard-
less of the accuracy of assessments, leads to minimal
impacts on overall rates of offending.18 In contrast,
meta-analytic reviews informed by the RNR model
indicate that, when assessments drive interventions
toward conceptually meaningful criminogenic needs
that are relevant to the individual’s case, substantive
reductions in offending can be achieved.18–20

Understandably, when faced with uncertainty
regarding future violence, many clinicians take the
view that it is best to err on the side of caution. In
practice, this can result in a tendency to offer more
rather than less intervention. Unfortunately, lessons
learned from the correctional rehabilitation literature18
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also indicate that more intervention (e.g., longer peri-
ods of institutionalization) actually can increase
offending rates over the long-term. Furthermore,
exposing lower-risk individuals (as assessed with a
structured and comprehensive risk or needs instru-
ment) to higher-risk and psychopathic offenders tends
to increase the offending rates of the former.21,22 Such
phenomena pose a conundrum for those hoping to
apply AI to the general population to prevent rare
events and acts of violence, particularly when the
options for intervention are limited (e.g., detention in
a forensic psychiatric or correctional institution). To
be clear, this body of literature suggests that the poten-
tial harm caused by false positives and unnecessary
interventions (e.g., arrests as opposed to warnings, or
longer as opposed to shorter periods of detention18)
may go well beyond a temporary inconvenience to
individuals and actually may precipitate increased
future offending rates.18,21,22 To the extent that AI
extends the reach of violence-prevention efforts into
the general population, the iatrogenic effects of certain
interventions will warrant consideration.

Justice

In keeping with ethics principles of justice and
fairness, true objectivity has long been among the
loftiest aspirations of purely actuarial risk assessment
methods. Unfortunately, many of the concerns iden-
tified earlier in this article, including the potential for
racial disparities to corrupt outcome measures, are
pernicious problems. This problem is not unique to
AI, but it could certainly be exacerbated by AI. As
mentioned earlier, Cockerill and others have touched
on this matter by acknowledging that algorithms are
only as sound as the data they analyze. We believe
that this caveat warrants explication, lest evaluators
overlook its significance.

The objectivity and neutrality of data and mathe-
matics constitute convincing support for the fairness
of purely actuarial risk assessment, particularly when
compared with unstructured human judgements.
Challenges to these approaches based on mathematics
should carry as much weight as favorable arguments,
and such challenges do exist. For instance, according
to Chouldechova,23 even when other psychometric
“fairness criteria”may be met, such as predictive parity
(e.g., high-risk individuals reoffend at similar rates,
regardless of group membership), different base
rates between groups can lead to disparate impact
via disproportionate error rates. Put another way,

Chouldechova offered mathematical evidence
indicating that, if a tool achieves predictive parity
and two groups reoffend at different rates, then
the rates of false positives and false negatives can-
not be equal between the two groups. Thus, rely-
ing on the results of an atheoretical deep learning
algorithm, with the justification that high-risk
offenders of any race reoffend at similarly high
rates, also requires acceptance of the reality that
persons of particular racial groups will more likely
be subjected to a false positive prediction, and
thereby subsequent unjustified interventions, than
persons of other racial groups.
To be clear, a deliberation based on ethics may

lead to the conclusion that AI-driven risk assessment
is more just than alternative approaches to risk assess-
ment, particularly when the alternative under consid-
eration is unstructured and flawed human judgment.
Even the aforementioned problem with error rates is
not necessarily fatal, given that it would also apply to
groups with disparate recidivism rates driven by legit-
imate criminogenic factors, such as gang members
and non-gang members. Our recommendation is
simply that users and proponents of actuarial risk
assessment (in which we include ourselves) give due
consideration to legitimate challenges to the justice
and fairness of actuarial techniques (including AI-
driven techniques). Due consideration of ethics
includes exploring options to mitigate and address
any legitimate limitations.
We further suggest that, in light of the aforemen-

tioned racial disparities in relevant variables (e.g.,
arrests and convictions) that are beyond the control
of risk assessors, assessors select the variables within
their control carefully. Practically speaking, wherever
possible, input data for any actuarial forms of risk
assessment should comprise psychologically and the-
oretically meaningful constructs. Allowing AI sys-
tems to make atheoretical distinctions among
individuals without careful consideration of the deci-
sion parameters makes the AI systems susceptible to
reflecting implicit and explicit racial biases. For
instance, it is plausible that implicit biases could be
reflected in criminal justice professionals’ notes with
regard to their perceptions of an offender’s prospects
for treatment, attitudes, or mental health, while also
affecting decisions that influence outcomes directly
and indirectly (e.g., access to community transition or
employment programming). If outcome variables are
in any way unfairly influenced by race, the potential
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exists for an AI-driven algorithm to select atheoretical
and arbitrary correlates or predictors of race and pres-
ent them as justifications for unfair treatment.

Returning to the analogy of chest x-rays and AI, it
is reasonable to assume that if two persons with iden-
tical physical abnormalities are examined, their race
should bear no significance to the likelihood of iden-
tifying said abnormality. In contrast, based on the
data reviewed above, it is not possible to be certain
that two persons engaging in identical violent behav-
ior would be equally likely to register an arrest or a
conviction for that behavior, even if the circumstan-
ces differed only on the perpetrators’ race. Simply
put, this is not justice.

In contrast, if an AI-driven algorithm utilizes data
based on known and psychologically meaningful risk
factors, such as attitudes that condone violence or
expressed intent to perpetrate violence, then deci-
sions to intervene are more defensible. Recent advan-
ces in the broader literature on violence risk
assessment show the promise of such approaches,
described as third- and fourth-generation risk tools.24

For instance, using relatively sophisticated regression
models to combine actuarial risk estimates with theo-
retically informed measures of cognitive and behav-
ioral change, researchers have demonstrated that
measurable treatment-related changes (and failures to
change) can improve predictions of violent recidi-
vism among forensic patients.6 Where statistical dis-
crepancies are unavoidable, the use of credible and
meaningful risk factors mitigates threats to justice
and fairness.

Conclusions

Increasingly, professionals in various fields are
considering AI as a means of improving decision-
making. Given the wide-ranging impacts of violence
risk assessment, and the inherent complexity of the
task, enthusiasm regarding the potential of AI in this
domain is understandable. We agree, however, with
Cockerill’s conclusion that ethics considerations
must be at the forefront of any efforts to apply such
technology to risk assessment and management. AI
seems ideally suited to certain applications, such as
the interpretation of x-rays, where it could surpass
alternatives based on human judgment precisely
because it is unencumbered by human limitations.
Caution is necessary, however, when applying AI to
processes that do not seem to fit such a simple classi-
fication paradigm. For instance, as detailed above,

with regard to how predictions can influence violent
outcomes, they can themselves create positive and
negative feedback loops that skew predictive models
away from their intended aims. Additionally, as illus-
trated by the preceding discussion of challenges
related to racial disparity, questions regarding the
neutrality and objectivity of AI-driven risk assess-
ment cannot be dismissed easily. Based on the con-
cerns raised above, we believe that allowing an AI-
driven process to operate independently at this time
would risk masking and amplifying unresolved prob-
lems in atheoretical actuarial risk assessment, and this
is problematic from an ethics perspective, if not
indefensible.
On the other hand, with prudent and judicious

oversight, AI-driven actuarial risk assessment cer-
tainly has the potential to improve upon various
existing practices. Indeed, many of the problems
with AI-driven risk assessment are reflections of
problems that are applicable to unstructured clinical
judgments. Our primary aim is to caution forensic
mental health professionals against abdicating their
professional and ethics responsibilities to a purport-
edly neutral algorithm. Toward the goal of maximiz-
ing the benefits of new technology in risk assessment,
while minimizing the potential limitations, we offer
the following recommendations.
Foundational training in the history of violence

risk assessment (e.g., problems with binary predic-
tion paradigms), as well as advanced training in the
current state of the field, should precede any training
in computer science for forensic mental health pro-
fessionals conducting violence risk assessments.
Forensic mental health clinicians and researchers

should take note of the broader literature on race in
the criminal justice system, such as evidence for
unjustified disparities in outcomes that previously
may have been presumed to reflect objective metrics.
We acknowledge that an assessment comprising a

comprehensive review of psychologically meaningful
risk constructs is not possible in all circumstances.
We further acknowledge that screening or triage
measures based on atheoretical actuarial data may
substantially improve some decision-making proc-
esses. Therefore, we recommend that evaluators
employ a guideline based on the best available evi-
dence when selecting a risk assessment procedure,
with the understanding that assessments with greater
implications (e.g., those that inform capital punish-
ment decisions) require a higher standard of evidence.
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Structured tools are considered preferable to unstruc-
tured clinical judgements. Structured tools based on
both theoretically and empirically relevant risk factors
are preferable to those based on empirical data alone
(assuming comparable statistical properties).

Building on the previous recommendation, we
suggest that forensic evaluators employ measures
that may inform risk management procedures
and interventions, wherever possible.

Insofar as they are in a position to observe credible
evidence of discrepancies in violence risk and violent
outcomes based on race or other diversity factors,
mental health professionals and researchers should
consider whether they have an ethics responsibility to
explore and comment on the causes of such discrep-
ancies. We share the view recently expressed by
Martinez and Candilis25 that, as forensic professio-
nals, we can no longer purport to engage in fair and
objective practices based on statistics or technology,
without reckoning with societal context. By dispas-
sionately accepting observed differences among
groups that are potentially influenced by injustice as
an immutable reality, we may well be shirking some
of our most fundamental ethics responsibilities.
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