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In his 1999 Isaac Ray Award lecture (reprinted else
where in this issue), Dr. Henry Steadman suggests
that research overthe nextquarter centurymayyield
"practical tools" for assessing the risk of violence in
individuals with mental disorders. Despite "the var
ious limitations of current knowledge," Dr. Stead
man believes that recentstudies justify "an optimism
that would have been misplaced" two decades ago,
when Professor John Monahan2 authored these fre-
quendyquoted wordsabout the accuracy ofviolence
predictions:

[T)he"best"clinical research currently in existence indicates
thatpsychiatrists andpsychologistsareaccurate innomore than one
outofthreepredictions ofviolentbehaviorovera several-yearperiod
among institutionalizedpopulations thathadboth committed vio
lence inthepast... andwere diagnosedasmentally ill [pp. 47-49,
emphasis in original].

In this article, I argue that past research on the
accuracy ofviolence prediction deserves a more pos
itive assessment than Monahan's words suggest, but
that future research is unlikely to give clinicians and
judicial decision-makers predictions instruments
with much practical utility. To makethis argument,
I first attempt to reduceconfusionabout these issues
byexplaining how the accuracy ofa test or detection
system should be measured and what accuracy mea
surements mean. I then summarize evidence for the
proposition that clinical judgmentsabout future vi
olence have better-than-chance accuracy. Next, I ex
amine the practical import of currentlyavailable vi-
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olenceprediction methods (i.e.,what these methods
tell clinicians aboutthelikelihood ofviolence inpop
ulations that they evaluate or treat). My discussion
willreveal whatseems likea paradox: evenreasonably
accurateassessment instruments may not have much
practical value for clinicians who make decisions
about violent patients. I then conclude with an ex
ploration of this findingand its implications forclin
ical decision-making.

The Impact of Monahan's Monograph

Monahan's 1981 monograph2 has had a lasting
influence on courts' and legal scholars' perceptions
about the ability of mental health professionals to
gauge the potential for violence. The U.S. Supreme
Court majority opinion in the Barefoot v. Estelle*
decision recognized Monahan asthe"leading thinker
on th[e] issue" (463 U.S. at 901) of predicting vio
lence, and Justice Blackmun's dissent in the case re
lied on Monahan's finding that "psychiatric testi
monyabout adefendant's futuredangerousness.. . is
wrong two times out of three" (463 U.S. at 916). In
Heller v. Doe,4 a 1993 decision, the Supreme Court
flatly declared, "Psychiatric predictions of future vi
olent behavior by the mentally ill are inaccurate"
(509 U.S. at 324). The 1998 edition of the leading
treatise on mental disability lawcontrasts the possi
bility thatpredictions forshort-term emergency hos
pitalization may beaccurate with"theproven predic
tive failures as to long-term indeterminate future
dangerousness" (p. 119, emphasis in original).5

Dr. Steadman's lecture is one of many recent in
stances showing thatMonahan's 1981 description of
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predictionaccuracy also continues to influence men
tal health professionals and researchers who study
psychiatric assessments of dangerousness. In her Oc
tober 1998 Presidential Address to the American
Academy of Psychiatry and the Law,6 Dr. Renee
Binder summarized her research as showing that
"short-term predictions of violence risk are moreac
curate than has been reported in the literature about
long-term predictions" (p. 197). That same month,
Dr. Phillip Resnick, in a National Public Radio in
terview concerning the Massachusetts General Hos
pital's evaluation ofboxer Mike Tyson,7 commented
that the evaluators were right to acknowledge "that
no one can predict future behavior with accuracy."7
The same NPR broadcast segment offered Dr. Mar
garet Hagen's view: "There's fifty years of research
showing that you cannot accurately predict future
violence onthe basis ofclinical judgment."8 TheNo
vember 1999 issue of Psychiatric Services contains a
report by Hoptman and colleagues,9 which asserts
that "[a]ccuracy is low for long-term predictions"
andthat"accuracy issomewhat better for short-term
predictions" (p. 1461).

These statements all are understandable interpre
tations ofMonahan's "no more than one out ofthree
predictions" assessment. Yet, as Monahan himself
has recendy noted,10 predictions ofviolence, includ
ing long-term predictions based inclinical judgment,
appear tohave what Ipreviously described as "amod
est, better-than-chance level ofaccuracy" (Ref. 11,p.
790). This finding seems puzzling. Howcanpredic
tions of violence be accurate when two-thirds of
them are incorrect? We can answer this question by
examining the accuracy of a familiar device that
makes many wrong "predictions" but which we
nonetheless think is very accurate: an airport's metal
detector.

Airport Metal Detectors: Many "Wrong"
but Accurate Predictions

Airports use metal detectors todetermine whether
prospective passengers are attempting to carry large
metal weapons (e.g., firearms) on board. Most read
ers probably have never seen a metal detector identify
a person whoreally iscarrying a weapon, but almost
all readers will have witnessed a detector make an
"error" when its alarm is triggered by something in
nocuous (e.g., a cell phone or a belt buckle).

Suppose we refer to the alarm's soundingasa pre
diction that the passenger is carryinga weapon, and

the alarm's not sounding as a prediction that the
passenger isnot carryinga weapon.A givenpassenger
either isor is not carrying a weapon, and a detector's
alarm either sounds or does not sound when a pas
senger walks through. Denote the possible events as
follows:

W+: Passenger is carrying a weapon.
W—: Passenger is not carrying a weapon.
S+: Detector's alarm sounds.
S—: Detector's alarm does not sound.

A good starting point for thinking about the de
tector's accuracy is to describe its performance using
the medical literature's familiar terms sensitivity and
specificity.12 The detector's sensitivity would be the
probability that the detector's alarm sounds ("pre
dicts" a weapon) when a passenger is actually carry
ing a weapon; symbolically, this probability is writ
ten P(5+|W+). Specificity would betheprobability
that the detector does not sound (predicts no
weapon) when a passenger is not carryinga weapon,
or?(S-\W-).

Suppose the detector has an adjustable dial, and
technicians set the dial at a particular setting. Then,
they test the detector by having many individuals
(say, 10,000 persons chosen to represent typical pas
sengers) pass through it twice. On their first walk
through the detector, the individuals carry firearms;
on theirsecond pass through, the individuals areun
armed. The detector's alarm sounds 99.9 percent of
the time that an armed person walks through and
does not sound 90 percent of the time that an un
armed person walks through. The detector's sensitiv
ity is P(S+|W+) = .999, and its specificity is
P(S-\W-) = .900.

Although the metal detector is not perfect, these
numbers clearly imply that it is a very accurate de
vice. Yet onecanportray the metal detector's perfor
mance in a way that makes it seem inaccurate. Sup
pose we evaluate accuracy by answering these
questions:

(1) When the alarm sounds, how often is it a false
alarm?

(2) In what fraction ofcases does the detector give
the correct answer?

(3) Does the metal detector do its job, which is to
keep armed passengers offplanes?

Suppose that only .1 percent of actual passengers
try to carry a weapon on board, whichwe can repre
sent as V(W+) = .001. After 1,000,000 real passen
gers passed through the metal detector, we might
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expect these detection results: passengers with weap
ons = P(W+) X 1,000,000 = 1,000;armed passen
gers detected = 1000 X P(S+|W+) = 999; passengers
without weapons = 999,000; correcdy identified
unarmed passengers = P(S-|W-) X 999,000
= 899,991; falsealarms = 999,000 - 899,991 = 99,999.

Let us now answer the three evaluation questions:
(1)The probabilitythat an alarmisa false alarmis

99,999/(99,999 + 999) = .99. In other words, 99
percent of the predictions of weapons are wrong.
Another way of putting this is that the ratio of false
positive predictions to true positive predictions,
FP:TP,is99:l.

(2) The total number of correct predictions is999
+ 899,991 = 900,990, so the metaldetector isright
justover90 percentofthe time. But if this seems like
goodperformance, consider the fact that if the alarm
never sounded—if it always predicted W— (no
weapon)—the metal detector wouldhave been right
99.9 percent of the time. So, by using the metal
detector, we getmore incorrect predictions than we
wouldget if we had not used the detector.

(3) If the one passenger who successfully con
cealed a weapon used it to hijack a plane, that event
would make headlines. Media punditswould say that
the detector had failed to do its job and that airport
securitywas inadequate.

Suppose now that airportsecurity personnel take
the last criticism mostseriously, and technicians ad
justthemetal detector setting to increase itssensitiv
ity. Now, ?(S+\W+) = .9999, but making this
adjustment causes the specificity falls a bit, and
P(S-\W-) = .80. Another 1,000,000 passengers pass
through for whom P(W+), the probability ofweapon
carrying, remains .001. Weexpect these results: passen
gers with weapons = ?(W+) X 1,000,000 = 1,000;
armed passengers detected = 1000 X P(5+|W+) =
1,000; passengers without weapons = 999,000; cor
rectly identified unarmed passengers = P(S—|W—) X
999,000 = 799,200; false alarms = 999,000-
799,200 = 199,800.

We use these new results to re-answer the three
evaluation questions:

(1) The probability that an alarm isa false alarm is
199,800/(199,800 + 1,000) = .995. Now, 99.5
percent of thepredictions ofweapons arewrong, and
FP:TP = 200:1.

(2) The number ofcorrect predictions is 1,000 +
799,200 = 800,200. Now, the detectoris rightonly
80 percent of the time.

(3) No passenger has successfully concealed a
weapon; using this criterion, the detector's perfor
mance improved.

Fourlessons emerge from thisdiscussion. The first
isthat,byusing poorindices ofaccuracy, it ispossible
to mislead oneselfand concludethat a veryaccurate
detection device is inaccurate. The problem with
FP:TP and the correct fraction (CF) index is that
theyfail to factor out the "base rate"of the phenom
enon being detected. This can beseen from looking
at the formulae for these indices in the metal detector
example:

FP:TP =
[\-V(W+)]X[l-V(S-\W-)]

?(W+) X P(S+\W+)
(Eq. 1)

CF =

P{W+)XP(S+\W+) + [l-?(W+)]XV(S-\W-)

= ?(W+)[?(S+\W+)-?(S-\W-)]+P(S-\W-)
(Eq.2)

Inspection of Equation 1 reveals that FP:TP in
creases asthe base rate, P(W+),decreases. Inspection
of Equation 2 shows that whenever sensitivity,
?(S+\W+), is greater than specificity, ?(S-\W~),
as was thecase in themetal detector example, CFwill
decrease as ¥{W+) decreases. In the metal detector
example, FP:TP was high and CF was low not be
cause the detector was inaccurate but because the
base rate of weapon carrying was low.

A second lesson is that erroneous predictions and
even tragic consequences do not imply that a detec
tion system "lacks" accuracy. A system can be both
accurate and make errors. In fact, it may cloud the
issue to talk about whether a detection method is
accurate or not; what we should do, instead, is de
scribe degrees of accuracy using indices that are not
potentially misleading.

A third lesson comes from realizing that most air
line passengers probably would not even consider
beingwrongfully identifiedas a weaponcarrier to be
a mistaken prediction; it is just a minor inconve
nience that promotes safer air travel. If the conse
quences of false positive errors aretrivial* and if false

*This was not always the case. When I took a. plane flight in 1972,
before metal detectors were ingeneral use, security personnel identified
me as fitting the "profile'' ofahijacker and searched me before letting
me board the plane. (The profile made a false-positive error; I wasnt
carrying a weapon.) Werea fullsearch necessary every timea prospec
tive passenger triggered a metal detector's alarm, air travelers would
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negative errors lead to serious problems, we should
try to adjusta detection system soas to minimize the
latter. When false positive and false negative errors
both have important consequences (as frequently is
the case in assessing violence), we have to consider
both types of errors when thinking about how to
calibratethe detection system.

Thefourth lesson stems from the recognition that,
like a metal detector, many diagnostic systems and
prediction methods are "adjustable." Because its
alarm threshold has many settings, a metal detector
does not have a single level of sensitivity and speci
ficity. In general, a prediction method should be
evaluated and described in a way that characterizes
the tradeoffs between sensitivity and specificity that
occuras the "threshold" is adjusted throughout the
range of possible values.

Receiver Operating Characteristic (ROC)
Analysis and the Accuracy of
Violence Predictions

In the mid-1990s, several writers11'13~15 recog
nized thatadjustable thresholds are a feature ofmost
violence prediction techniques, and that receiver op
erating characteristic analysis should therefore be
used to describe the accuracy of violence prediction
methods. ROC analysis allows investigators to char
acterize the tradeoffs between errors and correct
identifications that arise from the intrinsic discrimi
nation capacity of a detection method and to distin
guish these features from the threshold or operating
point used to make adecision.16 ROC analyses typ
ically utilize a ROCgraph, which succinctly summa
rizes the results of a detection method as the thresh
old is moved throughout its range of possible values.
Fig. 1 is an example of such a graph, based on a
discriminant function for predicting violence de
scribed by Rice and Harris.14 The graph plots the
true positive rate (TPR = sensitivity) as a function of
the false positive rate (FPR = 1 —specificity) and
shows that as TPR increases, FPR increases too.

By making certain simple assumptions about the
underlying shapes of the datadistribution, onecanfit
the empirical results to a smooth ROC curved The

have to arrive at airports several hours beforeboarding and making
connections.
t Adiscussion ofthe binomial assumption used in ROC curve-fitting
is found in Reft. 11 and 12. Briefly, the binormal assumption states
thatthe pointson a ROC curve canbesummarized usingthe equation
Zn>R = A + BZj!PR, whereZj-PR and ZFPR arethe normal deviates, or
z-transforms, ofTPR and FPR.

0 0.2 0.4 0.6 0.8 1

false positive rate (1 - specificity)

Figure I. ROC curve (smooth line) fit to accuracy data (individual points)
reported byRice and Harris.H AUC = .770 ± .020. Dashed diagonal fine
represents the ROC for a test that provides no information.

better a test or detection system, the greater the area
under the ROC curve (AUC) that describes the test's
or system's performance. The AUC of a test or de
tection system hasan important practical interpreta
tion.17 Applied to violence prediction, AUC equals
theprobability that thedetection methodwouldgive
a randomly selected, actually violentpersona higher
violence rating thana randomly selected, nonviolent
person. A perfect violence detection method, one
that always sorted violent and nonviolent persons
correctly, would have anAUCof 1.0; a testthat gave
no information would have an AUC of.5 and would
be described by the diagonal line in Fig. 1. For the
ROC curve shown in Fig. 1, the AUC ± S.E. is
.770 ± .020*, implying an accuracy level that is com
parable to results from other studies in which dis
criminant functions were used to make long-range
predictions ofviolence.11

Recognizing that ROC methods offer the bestway
to characterize accuracy helps us assess violence pre
dictions forwhichinvestigators have reportedresults
that permit calculation ofTPR and FPRat onlyone
cut-offpoint. Fig. 2 plots the results of the four stud
ies18-2 of clinical violence prediction reviewed in
Monahan's 1981 monograph for which both sensi
tivity and specificity can be calculated.* Inevaluating
$ Rice and Harris report an AUC = .76 for these data. The small
discrepancy arises because their article uses a trapezoidal AUCwith
onlya few cut-offs rather thanthe area undera fitted binormal curve.
AUCs calculated with the trapezoidal method can be expected to
slightly underestimate the true area under a ROC curve. The fitted
binormal ROC curve in Fig. 1 isdescribed by the equation Ztpr = A
+ flZFPR, whereA = 1.030 and B = .971.
§ Concerning the results given in Ref. 20, Monahan reports that 7
percent ofthe group who were predicted to be nonviolentweresubse-
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Figure 2. ROC curves drawn through singlecut-offs.Valueswere derived
from studies reviewed by Monahan.

these studies, Monahan typically interpreted clini
cians' yes-no recommendations about whether pa
tientsshouldbereleased fromcustodyasthoughthey
were predictions of violence. Because these studies
use yes-no recommendations, the clinicians' accu
racy in each study yields only a single point in the
ROC square. Butofcourse, the clinicians couldhave
made graded judgments about their patients' vio
lence potential, whichwouldbe represented by mul
tiple thresholds in a ROC square. Recognizing this,
we can use reasonable assumptions1 to draw full
ROC curves througheachdata point that weactually
have, using the areas under each curveas indices of
the clinicians' accuracy.

Table 1 lists theAUC ± S.E. for each long-term
study, theaverage AUC ± S.E. for these studies, and
for comparison, the average AUC ± S.E. for short-
and medium-term violence predictions reviewed by
Mossman.11 (The average AUC and standard error
for the long-term studies were calculated using a
method described by Zhou22; thestandard errors re
ported by Mossman11 for the short- and medium-
term averages have been recalculated using Zhou's
method.) When we look at the individual results for
the long-term studies, we see that they are quite het
erogeneous. In one study,18 accuracy was no better
than chance, and ina second,20 itwas notsignificandy

quendy arrested and that two subgroups who were predicted to be
violenthadarrest rates of39 and46 percent. Forthisarticle's analyses,
these last two rates were combined into asingle rate of42 percent.
1 The assumptions andtheir justifications arc discussed in Kef. 11. In
brief, one assumesthat eachbinormal ROC curve is symmetric about
the negative diagonal of the ROC square (i.e., the diagonal linerun
ningfrom (0,1) to (1,0)).This isequivalent toassuming that B= 1in
the equationZTVR = A + BZfPR.

Table 1 Area Under the ROC Curve (AUC) and Standard Error
(S.E.) for Short-, Medium-, and Long-Term Predictions of Violence

Data Source AUC ± S.E. P"

Long-termb studies (from Monahan2)
Cocozza and Steadman18 0.483 ± 0.050 0.633

Kozol et a/.'5 0.763 ± 0.042 <io-'

Steadman20 0.575 ± 0.050 0.067

Patuxent results21 0.822 ± 0.024 <10"9

Average 0.666 ± 0.069 0.008

Average, medium-term*7 studies 0.719 i 0.041 <10-7

Average, short-term'' studies 0.688 ± 0.033 <io-a

•* p, significance level.
'* Follow-up period = 3-5 years.
c Follow-up period = 1-6 months.
''Follow-up period = 3-7 days.

better than chance. In the two remaining studies,19,21
however, theaccuracy oflong-term clinical predictions
was quite respectable. The weighted average accuracy
for the four studies strongly suggests that clinicians'
long-term predictions have better-than-chance accu
racy. Moreover, long-term clinical predictions appear
to be as accurate as short- and medium-term clinical
predictions.

To understand why this conclusion is different
from the one reported by Monahan and other writ
ers, it helps to take a close look at the results of the
study by Kozol and colleagues19 (cited also by Dr.
Steadman1 as Ref. 6). Kozol and colleagues found
that of 49 subjects thought to be violent, only 35
percent had acted violently during a five-year fol
low-upperiod,which isconsistentwith the viewthat
long-term predictions "areaccurate in no more than
oneout of three" cases. Yet Kozol andcolleagues also
found thatclinicians were correct concerning 92per
centof the386 subjects whomtheysaidwouldnot be
violent. The clinicians, in other words, were reason
ably accurate; the FP:TP ratio reflects the fact that
only 11 percentof the 435 subjects wereviolentdur
ing the follow-up period. This discussion illustrates
the importanceof recognizing that base rates affect
the absolute numbersof predictionerrorsand of us
ing accuracy indices that separate features of the de
tection processfrom the population's base rate.

Clinical and Actuarial Predictions

Most of the preceding discussion has focused on
the accuracy of "clinical" assessments of violentrisk,
in which clinicians use their intuition, knowledge
about the persons they are assessing, "gut instincts,"
and/or anything else they think maybe relevant. By
contrast, "actuarial" risk assessments typically re-
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quire clinicians to gather information about a (usu
ally small) numberof factors concerning the individ
uals theyevaluate. The clinicians then categorize this
information using some explicit scoring system and
come up with a numerical value that summarizes the
evaluees' risk ofviolence. The discriminant function
evaluated by Rice and Harris14 (the results ofwhich
were used to construct Fig. 1) is an example of an
actuarial method forgauging violence potential.

Mental health professionals who are unfamiliar
withstudies comparing clinical judgments and actu
arial methods may assume that the formerare more
accurate because they incorporate things like clini
cians' experience, human pattern recognition abili
ties, and subtle nuances that are left out of simple
formulae. The psychological literature consistently
shows that the opposite is true, however; simple ac
tuarial methods usually outperform clinical judg
ments in avariety of tasks,23 including violence pre
diction.11, 15,24 Actuarial methods have advantages
in addition to their superior performance. When
used properly, they are systematic and impartial.
They also have a "transparency" that clinical judg
ment lacks: whereas the reasoning behind clinical
hunches is sometimes murky and ambiguous, actu
arial judgments are based on data and an explicitly
prescribed method of combining those data. This
makes actuarial methods open to inspection, ques
tioning, and when necessary, critique.

Several factors—including an increasing concern
about managing violence risk, sexual predator sen
tencing schemes, and investigators' awareness of the
superiority of actuarial methods—have spurred the
publication, over thepast decade, ofseveral actuarial
tools24-30 for assessing the risk ofviolence. Investi
gators areevaluating these instruments in diverse set
tings, and some apparently favorable findings are
now being reported. Forexample, Douglas and col
leagues31 used the HCR-20 assessment method30 as
a violence predictor with patients discharged from
civil psychiatric settings and followed for twoyears,
and they found that this instrument had AUCs of
.76-.80. Other studiesofthe HCR-20 that report on
prediction of inpatient violence and violence by per
sons initially evaluated as outpatients have yielded
AUCs that represented similar accuracy levels."

||Although much ofthisresearch has notyetmade itsway intoprofes
sional journals, it hasbeenpresentedat meetingsand issummarized in
a Microsoft Word® document available at www.sfu.ca/psychology/
groups/faculty/hart/violink.htm.

no-information

diagonal
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Figure 3. ROC curve for the hypothetical VPI; A,8, C and 0 are possible
operating points, or decision thresholds, for the instrument.

Are Modestly Accurate
Predictions Useful?

Findings like the ones just presented imply that
long-term predictions of violence can be accurate;
theyalso support theassertion that actuarial methods
of prediction probably are more accurate than un
aided clinical judgment. Yet forensic clinicians
should recognize that despite these findings, cur
rently available risk assessment methods have very
limited usefulness.

To understand this point, imagine that we have
available a new violence prediction instrument, or
"VPI," and that its AUC equals .83, making it an
instrument with accuracy that iswell above the aver
age reported for cross-validated actuarial methods.11
Assume also (for purposes of illustration) that the
detection properties of the VPI are described by the
ROC curve in Fig. 3, which includes the point in
ROC space where FPR = .25 and TPR = .75.**
Suppose, now, that we pick the VPI score B that
corresponds to this point as our cut-off or operating
point for the instrument. Scores greater than B will
then represent a positive result (R+), and scores less
than Bwill represent a negative result (/?—). We use
the VPI to evaluate a 320-member group of inpa
tients. Suppose, finally, that our experience tells us
that one-fourth of the inpatients will engage in a
seriously violent act during the follow-up period (a
fairly typical violence rate instudies ofinpatients),32
and that we will use the R+ and R— results to dis-

** One can show that a ROC curve for which AUC = .83 and which
issymmetric about thenegative diagonal through the ROC squarewill
passverynear this point.
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Table 2 Classification Results Using the Hypothetical VPI Instrument to Classify Patients' Risk of Violence

Tvvo-Way Classification Three-Way Classification

Behavior High risk Low risk Totals High risk Unclassified Low risk Totals

Violent

Not violent

Totals

60

60

120

20

180

200

80

240

320

27

9

36

49

139

188

4

92

96

80

240

320

tinguish which patients are at high riskand low risk
for violence.

The upper portionofTable 2 contains some sim
ple Bayesian calculations showing that the 120 R+
patients comprise a high riskgroup whose members
have a violence risk of 50 percent, and the 200 R—
patients are a low riskgroup whose members have a
violence riskof about 10 percent. But how useful is
this information? Clearly, we should be concerned
about a group of patients halfof whom will act vio
lently. Butshouldwe ignore the potential riskposed
by patients who have "only" a l-in-10 chance of
becoming violent? Most clinicians would respond,
"Of course not!" In many clinical situations, more
over, mental health professionals would treat some
one with a 10 percent risk of serious violence little
differently from someone with a 50 percent risk;
for both types of patient, clinicians usually would
exercise high levels of concern in making follow-up
plans and other treatment arrangements. Certainly,
few clinicians who had to defend themselves in a
Tarasqff^xype lawsuit would want to tell jurors that
they thought a patient's 10 percent risk of serious
violence was not great enough towarrant careful ef
forts to prevent harm to others.

In an effort to make the VPI more helpful, one
might explore whether it could be used to find sub
groups or patientswhose riskof violence was either
high enough of low enough to justify levels or types
of intervention different from those received by the
"average" patient. Suppose we decide that low risk
patients are those for whom the chance of acting
violently is4 percent, and high riskpatientsarethose
forwhom the chance is 75 percent. We then choose
cut-offs for the VPI such that patients with scores
above acertain value (Cin Fig. 3) will meetour "high
risk" definition, and those below a certain value (A in
Fig.3) willmeet our "low risk"definition. The lower
portion of Table 2 describes the results of this pro
cess, which places 96 patients in the low risk group
and 36 patients in the high risk group. Notice that
188 patients, or 59 percent of the entire group of

320, remain unclassified; because 49 (26%) of the
unclassified patients act violently, their base rate of
violence is virtually the same as the whole group's
base rate. Looking at the results in the lower portion
of Table 2, one can imagine skeptical interlocutors
asking whethera 4 percent riskof serious violence is
really low enough to ignore, and whether a 26 per
cent riskof serious violence is low enough to justify
different treatment and precautions than might be
imposed on the high risk group.+t

One can also imagine the difficulty in explaining
why risk that falls below a certain point can be ig
nored or acted upon differently from risk that is just
a bit higher.34 To address this point, suppose we
decided that a group ofpatientswhose riskof serious
violence equals that of the not-mentally-ill general
publicconstitutes a population for whom no special
measures are needed. Swanson and colleagues, us
ing responses from the Epidemiological Catchment
Area survey, found that justover twopercent of per
sons withouta psychiatric diagnosis reported having
committed a serious act of violence in the preceding
year. By adjusting the VPI cut-offto point D in Fig.
3, one could identifya 47-membersubgroup ofpa
tients of whom only one (2.1%) would be expected
to act violendy. Ofcourse, thiscut-offchoice would
leave 273 patients, morethan 85 percent of theorig
inal 320, unclassified. Because 79 (29%) ofthese 273
patientswould be expected to act violently, the VPI
would give litde information about the majority of
patients beyond what one knew from their base rate
alone. For most patients, therefore, the VPI would

ft Recently, Steadman and colleagues33 described how an iterative
classification tree (ICT) could be used to assess939 individuals in the
MacArthur Violence Risk Assessment study. In Steadman and col
leagues' three-way classification, the rate of violence in the low risk
group (» = 462)was3.9 percent; in thehighriskgroup (» = 257),the
rate was 43.6 percent; intheremaining 220 subjects, therate was 20.9
percent. Steadman and colleagues calculated an AUC for the ICTof
.82. This valuealmost certainlyoverestimates the ICT's true accuracy,
however; the ICT was designed for these 939 subjects, and no cross-
validation procedures were used to correct for over-optimism in the
accuracy estimate.
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not contribute anything to decisions about clinical
management.

Havingobtained theseresults, it isnatural to won
der if a prediction method could conceivably help
with clinical decision-making. The answer is yes, if
the method were nearly infallible. Forexample, sup
pose the AUC for the VPI were .99 and that the
ROC curve for this assessment instrument included
the operating point where FPR = .05 and TPR =
.95. The VPI would then sort patients into a 232-
patient low risksubgroup, only 4 members ofwhich
(1.7%) would act violently, and an 88-patient high
risk subgroupofwhich76 members (86%)wouldact
violently. Put differently, members of the high risk
subgroup would have a violence risk that was more
than50 times that of the lowrisksubgroup, and most
clinicians, I suspect, would feel comfortable with
planningvery different sorts of treatment for these
persons. Notice, however, that even this superb pre
diction tool would miscategorize 5 percent of pa
tients. For one percent of the patients, moreover,
miscategorization would result in a failure to identify
and take appropriate steps to prevent harm by one
violent individual.

Conclusions

Ifasked whatwewill bedoing24 hoursfromnow,
manyof us could give a short-term prediction that
would be both confident and specific (e.g., "Seeing
my patient, Mr. Jones"), and usually these sorts of
short-term predictions turn out to be fairly accurate.
By contrast, ifwewere asked what wewill be doing
24 months from now, most of us would give long-
term predictions that would be general and hedged
(e.g., "I'll probably be seeing patients"), and we
wouldnot be at all surprised if we were wrong. We
have similar levels of confidence in our short- and

long-term predictions about other people. The sorts
of "reason-giving explanation"36 that we use to ex
plainpersons' behavior seem reliable onlyovershort
periods oftime, because the specific motives, beliefs,
or desires that we usually invoke to explain and ra
tionalize a person's actions ("he took a drink ofwater
because he wanted to quench his thirst") are opera
tive for relatively short time periods.

Most of us, mental health professionals included,
typically think and talk about violent actions using

tt A ROCcurve for whichAUC = .99andwhichissymmetric about
thenegative diagonal through the ROC square willinclude thispoint.

ordinary language explanatory paradigms exempli
fied by the sentence, "Jones hit Smith because Jones
thought Smith made a threat." That is, we think and
talk about violentactionsjust aswe do other actions;
because we regard them as emanating from specific
beliefs and desires, we usually talk about violent ac
tions using reason-giving explanations. Conse
quently, we might expect that our abilityto saywho
will and will not be violent would share the limita
tionsofour everyday language explanatory schemata.
We might expect ourselves to do reasonably well at
assessing a patient's violence risk for the next few
days, during which time our knowledge about his
present emotional state and his currently operative
beliefs and desires would be relevant to his specific
actions. As time elapsed and the patient's emotional
state changed, thespecific information obtained in a
clinical assessment would be less and less pertinent,
and wewould expectour abilityto predict his behav
ior would deteriorate. As Dix put it several years
ago, "Intuition suggests that psychiatrists' predictive
ability is substantially greater when it is called into
playconcerning the short-termriskposed by persons
whose assaultive tendencies are related to symptoms
of identifiable serious mental illnesses" (p. 256).

Our current scientific understanding of violent
behavior offers clinicians another view ofviolent be

havior, however. From this perspective, an individu
al's use of violence reflects his relatively static socio-
demographic characteristics, enduring behavioral
patterns (e.g., his likelihood of seeking and remain
ing in outpatient treatment), and long-term likeli
hood ofbeing in certain mental states (e.g., mistrust
fulor intoxicated). These traitsmakeit more likely in
general that one will act violently, whatever one's
specific current situation might be.35,38,39

Psychiatric impairments alter one's interpreta
tions of events, one's ability to resolve conflicts, and
one's relationships with family and friends.40 These
effects tend to be chronic features of mental disor
ders, which maybewhy mental illness hasa chronic,
small, butstatistically detectable effect on a person's
violence risk. Similarly, several other personal char
acteristics that are statistically associated with vio
lence—including sex, age, level of education, pov
erty, propensityto becomeintoxicated, likelihoodof
not adhering totreatment recommendations, and re
action to stressors—can provide information that
helps make reasonable statements about an individ
ual's long-term violence risk, because these charac-
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teristics also are long-term features of an individual's
physical andpsychological make-up. It should notbe
surprising, then, that clinicians' intuitive judgments
about individuals' long-term violence risk have bet-
ter-than-chance accuracy. We shouldexpect that, by
using simple actuarial prediction tools that focus
one's attention on known risk factors, clinicians
could have considerable success in sorting patients
into subgroups that, over extended periods of time,
have larger and smaller proportions of individuals
who become violent.

Thisarticle hasreviewed published data indicating
that clinical judgments about long-term violence risk
have better-than-chance accuracy and that the accu
racy of such judgments is similar to the accuracy of
clinical judgments about short- and medium-term
violence risk. Recently published findings strongly
suggest that actuarial methodsprobably can helpcli
nicians do better than what their unaided clinical

judgmentwould tell them about a person's interme
diate- and long-term risk of violence. Despite these
findings, however, currently available prediction
techniques frequently may not help clinicians make
decisions about patient management. This isnot be
cause these violence prediction techniques are inac
curate, but because they are not accurate enough to
sort patients into subgroups with meaningfully dif
ferent levels of risk.

If violence prediction techniques are not accurate
enough to make practical differences in clinical man
agement, thisdoesnot mean that mentalhealthpro
fessionals cannot do things to reduce violence. For
example, considerable recent evidence suggests that
nonadherence to medication and (especially) sub
stance abuse are risk factors for violent behavior dur

ing the months after hospital discharge,41'42 and that
friends and family members are the persons most
likely to be the targets ofviolence.42-44 Evidence also
suggests thatoutpatientcommitmentandclose com
munityfollow-up mayimprove outpatient outcomes
and continuation in treatment.45,46 It thus seems
reasonable to suppose that educating families and
intensively following former inpatients after dis
charge (perhaps usingoutpatient commitment or in
tensive case management 48 to improve adherence
tocommunity treatment) mightbeeffective ways for
mental health professionals to reduce violence.

It is important, however, to recognize that these
measures are desirable and should be undertaken
anyway, forthesake of patientsand members of their

social network. Whether or not such interventions

reduce violence, these measures are beneficial be
cause they ultimately enhance patients' autonomy.
Patients need and deserve these treatments because
they aregood treatments; administering these treat
mentscan be fullyjustified on therapeutic, nonutili-
tarian grounds alone. If a clinician has a well-
founded belief that a patient needs and deserves
certain treatments, that belief alone should motivate
the clinician and justifymakingarrangements for the
patient to get those treatments. Under such circum
stances, the impact of treatment on the patient's vi
olence potential shouldbeof relatively minorimpor
tance in a clinician's decision-making, if it is
important at all. Sound clinical interventions maybe
socially useful because they reduce violence potential
in patients who can be identified as high risk, but
violence reduction should be a side effect of, rather
than a justification for, those interventions.
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